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Abstract—Secure data sharing is imperative in human digital
twin (HDT) systems due to the continuous communication
requirements among physical and virtual twins, making data
security and privacy essential concerns. Previous works have
emphasized the significance of blockchain technology in mitigat-
ing security challenges within digital twin systems. Nevertheless,
existing blockchain-based solutions often fall short of meeting
the specific latency and throughput demands of HDT systems,
primarily attributed to the complicated consensus process of
conventional blockchain solutions. As a result, this paper in-
troduces a novel reputation-enhanced shard-based Byzantine
fault-tolerant scheme designed for zero-trust HDT systems. We
propose a parallel validation-based reputation-enhanced practical
Byzantine fault tolerance consensus framework to address the
need for improved throughput and reduced latency during data-
sharing processes. This framework incorporates a priority-based
block-appending process to prevent forking attacks, ensuring that
critical aspects of the blockchain-enabled framework, such as
security and decentralization, remain uncompromised. Moreover,
we formalize the communication process among validators and
their computation resource allocation as a Markov decision
process. We then adopt the branching duelling Q-network ap-
proach to address the challenge posed by the large dimensions
of the action space in our formulated problem. The results
demonstrate that the proposed framework significantly enhances
authentication, authorization, and validation processes in HDT
through increased throughput and reduced latency, providing a
robust solution for secure and efficient data sharing in HDT
systems.

Index Terms—Blockchain, data sharing, digital twin, parallel
validation, zero trust.

I. INTRODUCTION

HUMAN digital twin (HDT) is an emerging technology
with the ability to revolutionize the current human-

centric environment including the healthcare systems [1]–
[3]. When adopted towards enabling personalized healthcare
systems, it can provide fast, efficient, and accurate healthcare
services following the digital twin (DT) concept by combining
various technologies including artificial intelligence, data ana-
lytics, internet of things (IoT), and virtual and augmented re-
ality. However, HDT relies on continuous data sharing among
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physical and virtual twins operating in zero-trust environments
where any devices or systems may be compromised, thus the
need to ensure that authentication, authorization and validation
processes are well managed to facilitate data security and
privacy. As a result, blockchain technology has started to
gain wide popularity in DT networks to ensure anonymity,
authentication, data privacy, trustworthiness, fairness and data
integrity [4]–[6].

Generally, blockchain can allow trusts to be established
among untrusted parties in a decentralized manner. This de-
centralized architecture means each node in the blockchain
system contains a replica of the cryptographically and tamper-
proof chained blocks containing various transaction records as
agreed during the consensus process [7]. While blockchain can
guarantee secure and privacy-preserving data sharing among
untrusted nodes, it suffers from many limitations including
high latency, low transactions per second (TPS) rates, and
scalability issues. Latency in blockchain-enabled systems can
increase significantly with an increase in data size and the
number of users/consensus nodes since such will increase
the overall processing time due to the complicated validation
process. Similarly, scalability issues can arise as the ledger
size increases [8]. These have led to various studies on
the suitability of blockchain, especially in latency-sensitive
services [3], [9]. To facilitate its adoption in HDT, there
is a need to redefine the consensus process to ensure that
the specific requirements of HDT in terms of latency and
throughput are satisfied.

Existing efforts have adopted consensus algorithms such
as proof-of-stake (PoS) [10] and practical Byzantine fault
tolerance (PBFT) scheme [11], as opposed to proof-of-work
(PoW) consensus algorithm, to reduce the latency and improve
system performance. Similarly, the TPS scaling method [8]
is often adopted by adjusting various blockchain parameters
such as block size, block interval, and block producer. A
delegated PoS [12] is another consensus protocol that has
been proposed to reduce the consensus latency by reducing
the number of consensus nodes, although such methods suffer
from security and reliability threats. When compared with
the proof-based consensus protocol, the BFT-based algorithms
provide deterministic execution results, while achieving rela-
tively high performance. This makes such protocols suitable in
permissioned blockchains. The BFT-based consensus protocol
eliminates the limitations of the proof-based consensus pro-
tocol by exchanging data among a group of validators called
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replicas and can achieve a lower transaction latency than the
PoW scheme [13]. The frequent message transmissions among
different validators during the consensus process, however,
means the communication cost can make such a protocol
difficult to apply in HDT networks directly [13]. Thus, a
careful performance evaluation is necessary. To date, only a
limited number of works have focused on the analysis and
management of validation latency in BFT-based blockchain
systems owing to its difficulty [14].

Sharding technique can eliminate the scalability issue in
PBFT-based blockchain systems by parallelizing transaction
processing thereby maximizing the overall throughput in pro-
portion to the number of shards [15]. While such a technique
can increase the chance of a single shard takeover – an
attack that occurs when compromised nodes take control of
the consensus initiative by securing the majority number of
validators in a single shard to create a malicious shard – as
the number of shards increases [8], its capability to improve
the system performance when carefully adopted means the
sharding technique is a very useful method. Indeed, the well-
discussed trilemma of blockchain systems generally believes
that any blockchain framework can only satisfy at most two
of the three features: decentralization, security and scalability.
Thus, a trade-off relationship often exists among these features
since maximizing one feature can degrade the others. Finding
an optimal scalability point without compromising security
and decentralization is, therefore, essential for applying PBFT-
based blockchain in HDT.

This paper thus presents a shard-based blockchain-enabled
data sharing (sBeDS) framework for zero-trust HDT systems.
To address the issues of scalability, latency and throughput,
while ensuring that the decentralization and security features
are not compromised, we propose a shard-based reputation-
enhanced PBFT consensus framework with a priority-based
block appending process to avoid forking attacks [16], which
occurs when more than one block points to the same preceding
block (often due to the communication latency, where the first
generated block is not the first to be appended to the chain),
thereby breaking blockchain consistency while degrading the
blockchain security. To the best of our knowledge, such an
approach has not been considered in any existing study. The
contributions of this paper are summarized as follows:

• We introduce a novel framework, called sBeDS, de-
signed to enhance the performance of HDT networks
by facilitating multiple concurrent validation processes.
This approach aims to improve overall throughput while
simultaneously minimizing latency. The shard forma-
tion process is redefined as a Shapley value-enhanced
transferable utility-based coalitional game, ensuring the
generation of high-quality shards. To mitigate the risk of
a single-shard takeover, we integrate the concept of trust-
based proof of reputation into the PBFT framework.

• We propose a novel approach to block appending, which
utilizes a priority-based process informed by prioritized
queuing theory to prevent potential forking attacks so as
to ensure that only one block is appended at any time.

• We present the sBeDS as a Markov decision pro-
cess (MDP) to facilitate the optimization of transaction

TABLE I
COMMON NOTATIONS USED

Notation Definition
𝐵 Maximum block capacity limit
𝑡𝑖𝑛𝑡 Time interval
𝑎𝑡𝑟𝑎𝑛 Number of arrived transactions during any 𝑡𝑖𝑛𝑡
𝑃𝑎,𝑏 Offloading power of node 𝑎 when offloading to 𝑏
ℎ𝑎,𝑏 Channel gain between any nodes 𝑎 and 𝑏
𝑊 ; 𝜎2 Bandwidth; Noise signal power
𝜒; 𝑆𝐵 Average transaction size; Block size
𝑁 Total number of validators
𝑁𝑠,𝑘 Number of validators in shard 𝑘
𝐾 Number of shards
𝑓 Total number of possible faulty/malicious validators
𝑓𝑘 Number of possible faulty validators in shard 𝑘
𝑐𝑜𝑛

𝑣𝑘
𝑖
,𝑣𝑘

𝑗
Number of consistent responses of validator 𝑣𝑘

𝑗
at 𝑣𝑘

𝑖

𝑖𝑛𝑐𝑜𝑛
𝑣𝑘
𝑖
,𝑣𝑘

𝑗
Number of inconsistent responses of 𝑣𝑘

𝑗
at 𝑣𝑘

𝑖

𝑑𝑡ℎ; 𝑅𝑑𝑡ℎ
Pre-defined reputation threshold; Data rate threshold

throughput, concurrently minimizing communication and
computation latency. Our approach leverages a branching
dueling Q-network (BDQ), integrating sharding tech-
niques with deep reinforcement learning (DRL) to en-
hance overall system performance.

The remainder of this paper is organized as follows. In
Section II, we discuss various related studies. The details of
the proposed sBeDS framework are presented in Section III.
Section IV introduces the details of the reputation-enabled
PBFT consensus protocol, while Section V presents the anal-
ysis of the relevant metrics of interest. In Section VI, the
corresponding resource optimization problem is formulated
and Section VII shows the simulation results. Finally, Section
VIII concludes the paper. Common notations used in this paper
are presented in Table I.

II. RELATED WORK

In this section, we review previous works on the perfor-
mance issues in blockchain, reputation-enhanced consensus
schemes, performance optimization techniques and parallel
validation methods in blockchain systems.

A. Blockchain-based zero-trust system performance issues

Blockchain plays a crucial role in addressing security con-
cerns within zero-trust environments. In [17], it was imple-
mented to ensure anonymity, fairness, etc. in zero-trust IoT en-
vironments. The work in [18] utilized a sharding blockchain in
a zero-trust cloud-edge-end environment for enhanced perfor-
mance. Efforts to optimize system performance in blockchain-
enabled data-sharing frameworks were explored in [19], [20].
Addressing consensus latency, joint modeling of transmission
and consensus latency was also conducted in [21]. Generally,
two types of consensus protocols exist: proof-based and BFT-
based, with BFT-based consensus, preferred in large-scale
systems for its superior performance [14].

The PBFT consensus protocol found application in various
domains such as internet of vehicle (IoV) networks [19],
industrial IoT systems [20], and IoT [22]. Additionally, the
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authors in [23] presented a BFT decentralized federated learn-
ing method for autonomous vehicles with privacy preservation.
Evaluation of BFT fault-tolerance under different network
settings, considering throughput and latency, was conducted
in [24]. PBFT performance was enhanced in [25] through an
Eigen trust-based approach, ensuring the selection of high-
quality nodes for consensus groups. Performance modeling
of BFT schemes aimed at minimizing consensus latency was
explored in [26], [27] through a multi-block approach [26] and
multi-core processors [27]. Notably, none of the works [17],
[19]–[27] considered parallel validation, with only [19], [20],
[22] addressing both validation and message exchange latency
in their analyses.

B. Reputation-enhanced consensus schemes and performance
optimization techniques

Consensus mechanisms are vital in blockchain systems. Any
set of nodes selected to participate in the validation process
can influence the performance of such systems since this set of
distrusting nodes must reach a consensus to append any block
to the blockchain. Trust-based analyses, as observed in [25],
enhance performance in blockchain-enabled data sharing. Inte-
grating trust-centric schemes is thus essential as demonstrated
in a trust evaluation mechanism (ATEM) for node trustworthi-
ness [16] and in an optimized PBFT (T-PBFT) for optimized
consensus [25]. Furthermore, a trust-enabled blockchain (TeB)
framework was proposed in [28]. Similarly, a reputation-based
voting scheme (BIoV) was also presented in [29], while an
attack-resistant trust model based on multidimensional trust
metrics (ARTMM) was proposed in [30] to reduce unreliable
underwater communications. However, existing schemes often
neglect link quality when estimating node reputation or trust, a
gap addressed in the proposed sBeDS framework as presented
in Table II.

To further enhance system performance in blockchain-
enabled data sharing, recent efforts have leveraged optimiza-
tion techniques like DRL. These techniques efficiently opti-
mize resources in complex networks, as demonstrated in a
DRL-based framework for blockchain-enabled IoV presented
in [19]. The framework focused on maximizing transaction
throughput in an IoV setting, addressing challenges posed
by unstable network connections. Recognizing the potential
security and scalability issues associated with data sharing
in such environments, the authors in [31] integrated multi-
access edge computing (MEC) and blockchain technologies
in autonomous vehicles. This integration aimed to optimize
transaction throughput and reduce latency in the MEC system.
The joint optimization problem was formulated as a MDP us-
ing DRL. In similar works, an advantage actor-critic algorithm
was used to solve the DRL-enabled optimization problem in
[32]. A new BDQ approach was proposed in [33] to enable the
use of discrete-action algorithms in DRL for high-dimensional
discrete or continuous action space domains. Furthermore, the
performance of user sharing-based caching was improved in
[34] through a blockchain-incentivized device-to-device and
MEC caching system. The weighted sum of the computation
rate and the transaction throughput was maximized in [28]

by jointly optimizing the cooperative offloading decision and
resource allocation. While DRL-based optimization techniques
exhibit promise, the reliance on a single validation process
limits their overall performance in blockchain-enabled data-
sharing systems.

C. Parallel validation methods

Parallel validation methods can significantly improve the
validation process thereby improving the overall system per-
formance [18], [35], [36]. A parallel blockchain validation
was first considered using the sharding technique in [8]. In
[35], shards were created by considering shard trust difference,
communication delay difference and node count difference
among shards. A clustering-based sharded blockchain strategy
for collaborative computing in IoT networks was similarly
presented in [37], while the work in [36] analyzed the security
issues in sharding blockchain-based fog computing networks.
Sharding technique was also adopted in [38]–[40] where a
dynamic blockchain sharding scheme based on the hidden
Markov model was formulated in [39] while the work in [40]
employed a sharding scheme in edge computing architecture.
Under the sharding method, the blockchain validators are
clustered into a different group of shards such that each
shard independently creates and validates blocks through intra-
shard consensus processes. In [8], [36], [37], each validated
block from each shard was merged and validated again by a
final consensus process (following a double-layer consensus
mechanism) before the new block was appended to the chain.

Although increasing the number of shards to increase
the TPS can compromise security, sharding techniques have
proven effective in enhancing blockchain scalability and
throughput [8]. To address security concerns, existing shard-
based techniques typically employ a double-layer consensus
mechanism, which may increase consensus latency. In this
paper, we propose an integration of PBFT and trust-based
proof-of-reputation consensus mechanisms. A shard is only
created if security constraints are met, maintaining security
levels as in the conventional PBFT schemes while concur-
rently improving scalability, decentralization, and throughput
through parallel validation. An evaluation of such a system
becomes imperative, emphasizing the need to assess its overall
performance and effectiveness.

Therefore, we carry out a performance analysis and op-
timization of such a parallel validation-based reputation-
enhanced PBFT consensus framework to provide valuable
solutions for the development of HDT.

III. SYSTEM MODEL

This section presents the general framework of the sBeDS
framework. We define a shard as each partition (i.e., cluster)
in the blockchain system containing a group of validators
with the ability to make distinctive and independent validation
decisions compared to other groups.

A. Network model

Zero-trust HDT framework aims to combine elements from
various cybersecurity and identity management principles to
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TABLE II
COMPARISON WITH EXISTING REPUTATION-BASED SCHEMES

Reputation-based Schemes T-PBFT ATEM TeB BIoV ARTMM sBeDS
Historical Reputation ✓ ✓ ✓ ✓ ✓ ✓
Direct Trust ✓ X ✓ ✓ ✓ ✓
Indirect Trust ✓ X ✓ ✓ ✓ ✓
Recommendation Reliability X ✓ ✓ X ✓ ✓
Consensus Protocol BFT-based Proof-based BFT-based Proof-based – BFT-based
Considered Link Quality X X ✓ X ✓ ✓
Considered relationship between Reputation and 𝑓 X X X X X ✓
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Fig. 1. sBeDS framework.

enhance security and privacy in the HDT. Since HDT involves
collaborations from many untrusted users in both physical
and virtual environments, verification and authentication be-
come mandatory to minimize the attack surface and prevent
unauthorized access. Hence, we introduce a sBeDS-enabled
zero-trust HDT system, where users including physical and
virtual twins can be data owners (DOs) or data requesters
(DRs) as shown in Fig. 1. The validation process is parallelized
such that 𝐾 ≥ 1 number of validation processes take place
simultaneously, where only one block is validated at any time
in each shard. We consider the time to be discrete, where time
is segmented into equal time slots 𝑡 = 1, ...,∞. Thus, arrivals
and departures (i.e., completion of validation processes) of
blocks occur within the time slot boundaries, i.e., the departure
from the system can only occur in the interval (𝑡− , 𝑡), while
the arrival can only occur in the interval (𝑡, 𝑡+).

Similar to [31], [32], we consider orthogonal spectrum for
the transmission between users 𝑈 = {𝑢1, 𝑢2, ..., 𝑢𝑁 } and the
group of base stations (BS), called clients, where users offload
transactions to the blockchain layer for validation. Each block
is generated immediately after the maximum block capacity
limit 𝐵 is reached. When the block maximum capacity is
not reached within any time slot interval 𝑡𝑖𝑛𝑡 , all arrived
transactions at the client during the interval 𝑡𝑖𝑛𝑡 are packaged
into a single block. Thus, each block is made up of at least
one transaction.

After the generation of any block, such a generated block is

forwarded to one idle shard 𝑘 ∈ {1, 2, ..., 𝐾}. We considered
the entire system to be stable, hence the block generation rate
is less than the average joint validation rate. With this, there
is always at least a shard available for each generated block.
We adopt the PBFT consensus protocol. Thus, each block
goes through each stage of the PBFT protocol. It becomes
immediately clear that such a system may suffer from forking
attacks, for instance, when the first arriving block for the
appending process is not the first to be generated among
the blocks currently under validation. To address this issue,
we propose a priority-based block appending process, where
shards are classified into different classes of priority based on
their reputation scores (obtained from the average reputation
scores of validators within each shard) and the number of
currently active shards. That is, any idle shard with the highest
reputation score takes the next priority after the currently
active shards. Hence, any newly generated block is forwarded
to the idle shard with the highest priority such that the block
from the shard with the highest priority is appended first to the
chain. More details about the shard-based validation process
will be provided in the next sections.

Consider a tagged user 𝑢0 and its associated client, located
at the origin 0. The achievable data rate between the user 𝑢0
and the associated client [41], [42] can be captured as

𝑅𝑢0 ,0 = 𝑊 log2

(
1 +

𝑃𝑢0,0ℎ0,0

𝜎2

)
, (1)
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where 𝑊 is the bandwidth. Given that 𝜒 is the average size
of each transaction, its average offloading time is given as

𝑇off
𝑢𝑖 ,0 =

𝜒

𝑅𝑢𝑖 ,0
. (2)

Considering any block generation phase in a given slot, let
the first transaction arrive at the client at 𝑡 = 𝑡0 and let the
𝐵th transaction arrive at 𝑡 = 𝑡𝐵. The time to generate a block
(TGB) is obtained as

𝑇𝐺𝐵 = min{𝑡𝐵 − 𝑡0, 𝑡𝑖𝑛𝑡 }. (3)

B. Shard formation

The shard formation is an essential part of the validation
process and can be very complicated due to the need to
maintain a high level of security in each shard. Since a
high data rate is central to improved performance in PBFT-
based systems, we formulate the shard formation process as a
Shapley value-enhanced transferable utility-based coalitional
game and incorporate a trust-based reputation framework to
ensure security in each shard. This ensures only validators
within the same coverage area [43] can form a shard subject
to PBFT consensus protocol constraints.

A transferable utility-based coalitional game is formulated
as a pair (𝑉, 𝑣), where 𝑉 = {𝑣1, 𝑣2, ..., 𝑣𝑁 } is the set of
validators (i.e., players) and 𝑣 : 2𝑁 → R is a mapping with
𝑣(𝜙) = 0. The mapping 𝑣 is generally known as the value
function, such that for any subset 𝑉𝑘 of 𝑉 , 𝑣(𝑉𝑘) represents the
value of the coalition 𝑉𝑘 and captures the overall transferable
utility that is achievable by validators in 𝑉𝑘 without the
contribution of validators 𝑉\𝑉𝑘 . We know that the set of
validators 𝑉 is the grand coalition with 𝑣(𝑉) representing its
value. Define a function 𝐹𝑑 : 𝑋 × 𝑋 → R+ ∪ {0}, where
𝐹𝑑 (𝑣𝑖 , 𝑣 𝑗 ),∀𝑣𝑖 , 𝑣 𝑗 ∈ 𝑉 indicates the distance between 𝑣𝑖 and
𝑣 𝑗 while 𝐹𝑑 (𝑣𝑖 , 𝑣𝑖) = 0. If 𝑓 : R+ ∪ {0} → [0, 1) is a
monotonically nondecreasing dissimilarity function over 𝐹𝑑
given that 𝑓 (0) = 0 and 𝑓 : R+ ∪ {0} → [0, 1) represents
the corresponding similarity given that 𝑓 (.) = 1 − 𝑓 (.), then
the shard formation approach can be seen as either grouping
together validators with less dissimilarity as given by 𝑓 or
equivalently validators with more similarity as in 𝑓 .

At the beginning of every shard formation process, val-
idators 𝑣𝑖 ∈ 𝑉 with reputation values below a pre-defined
acceptable threshold 𝑎𝑡ℎ are removed from the blockchain sys-
tem and are not allowed to participate in the shard formation
process. Similarly, any newly joined validator is assigned the
reputation value of 𝑎𝑡ℎ. Every eligible validator then interacts
with other validators with the aim of maximizing its value
(i.e., gain). Let 𝑣({𝑣𝑖}) = 0,∀𝑣𝑖 such that 𝑣𝑖 does not belong
to any shard. In addition, given any shard 𝑉𝑘 ,

𝑣(𝑉𝑘) =
1
2

∑︁
𝑣𝑖 ,𝑣 𝑗 ∈𝑉 ;𝑣𝑖≠𝑣 𝑗

𝑓 (𝐹𝑑 (𝑣𝑖 , 𝑣 𝑗 )). (4)

This approach captures the overall value of any shard as
the sum of pairwise similarities between the validators since
points within a cluster are generally similar to each other. For
any two validators 𝑣𝑖 , 𝑣 𝑗∀𝐹𝑑 (𝑣𝑖 , 𝑣 𝑗 ) ≤ 𝜖 in the convex game
setting where 𝜖 → 0, their Shapley values are almost equal

[44]. From this, the Shapley value-enhanced shard formation is
realized through the transferable utility-based coalitional game
following Algorithm 1. Note that Algorithm 1 relies on the use
of the similarity threshold parameter 𝑠𝑡𝑟 to assign validators
with almost equal Shapley values to the same shard while the
validators selected as primary validators (i.e., the center of
each shard) are reasonably far apart.

Let 𝑁 ≥ 3 𝑓 + 1 represent the total number of validators
available during any shard formation process, where 𝑓 denotes
the total number of possible faulty or malicious validators,
while 𝑁𝑠,𝑘 ≤ 𝑁, (∀𝑘 ∈ {1, 2, ..., 𝐾} and 𝑁 ≥ 3 𝑓 + 1),
captures the number of validators in shard 𝑘 . It is worth
noting that, an increase in 𝑁𝑠,𝑘 increases the security level
since a higher number of possibly malicious validators within
shard 𝑘 , 𝑓𝑘 ≥ 𝑁𝑠,𝑘−1

3 , will be required to compromise such
a shard. On the other hand, a lower 𝑁𝑠,𝑘 increases the
total number of available shard 𝐾 thereby improving the
system decentralization and scalability levels at the expense
of security. In addition, both communication overhead and
latency within each shard increase with 𝑁𝑠,𝑘 since a larger
amount of messages will be required to reach a consensus,
noting that the time consumption increases exponentially with
𝑁𝑠,𝑘 . It becomes immediately clear that if we reduce the
number of possible faulty or malicious validators 𝑓𝑘 within
each shard 𝑘 , we can minimize 𝑁𝑠,𝑘 , such that the security
level remains acceptable (as in the single shard PBFT-based
consensus scheme), while the decentralization, throughput and
scalability levels increase. Thus, given 𝑁 , it is desirable to

min
𝑣𝑖∈𝑉

𝑓 ≤ 𝑁 − 1
3

, (5)

s.t. 𝑓𝑘 ≤
𝑁𝑠,𝑘 − 1

3
,∀𝑘 ∈ {1, 2, ..., 𝐾}, (5a)∑︁

𝑘

𝑁𝑠,𝑘 ≤ 𝑁, (5b)∑︁
𝑘

𝑓𝑘 ≤ 𝑓 . (5c)

The constraints in (5a) – (5c) ensure that honest consensus is
always guaranteed for each shard by enforcing a higher value
of 𝑎𝑡ℎ. In addition, each validator 𝑣𝑖 ∈ 𝑉 is required to solve
a cryptographic puzzle during its registration on the system to
obtain its unique identity < 𝐼𝑑𝑣𝑖 , 𝐷

trust
𝑣𝑖

> such that the cost of
whitewashing outweighs its benefit.

C. PBFT consensus protocol

The PBFT consensus process generally has five phases
as shown in Fig. 1: REQUEST, PRE-PREPARE, PREPARE,
COMMIT, and REPLY. During the REQUEST phase, the
client forwards any newly generated block to the selected
shard for validation. The primary validator of the selected
shard then verifies the message authentication code (MAC)
of each transaction in the received data block during the PRE-
PREPARE phase. After the initial verification, the primary
broadcasts the block to 𝑁𝑠,𝑘 − 1 replicas for validation.

In the PREPARE phase, each replica authenticates the
received pre-prepare decision message and exchanges MACs
with all other replicas within the corresponding shard to
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Algorithm 1: Shapley value-enhanced shard formation
process
Input: Set of validators 𝑉 = {𝑣1, 𝑣2, ..., 𝑣𝑁 }; similarity
threshold parameter 𝑠𝑡𝑟 ∈ (0, 1]
Output: Set of shards
For 𝑖 to 𝑛 do

Compute the Shapley value of each validator using
𝜙𝑖 =

1
2
∑
𝑣 𝑗 ∈𝑉 ;𝑖≠ 𝑗 𝑓 (𝐹𝑑 (𝑣𝑖 , 𝑣 𝑗 )).

End For
Initialize Q = 𝑉 ; K = {}
While Q ≠ {}

𝑝 = arg max𝑖:𝑣𝑖∈Q 𝜙𝑖
K = K ∪ {𝑣𝑝}
𝑃𝑝 = {𝑣𝑖 ∈ Q : 𝑓 (𝐹𝑑 (𝑣𝑝 , 𝑣 𝑗 )) ≥ 𝑠𝑡𝑟 }
Q = Q\𝑃𝑝

Apply k-means algorithm using K as the shard centers
(primary validators) subject to PBFT constraints.

ensure that the same block was received from the primary.
The validators then enter the COMMIT phase, where the
block is validated. After validation, each validator sends its
validation outcome to the client during the REPLY phase,
where the block from each shard is appended to the chain
if the consensus is reached among validators in such a shard
and subject to the inter-shard priority class. Generally, a block
moves from one phase to the next phase of the PBFT scheme
if two-thirds of the responses from the participating nodes
consent [8].

D. Reputation model

We adopt a trust-based reputation model where each val-
idator 𝑣𝑘

𝑖
∈ 𝑉𝑘 generates a reputation opinion or value about

each validating pair 𝑣𝑘
𝑖
, 𝑣𝑘
𝑗
∈ 𝑉𝑘 ,∀ 𝑗 ≠ 𝑖 within the same shard

𝑘 after every validation process. If the received validation
decision from 𝑣𝑘

𝑗
is consistent with the majority of the re-

ceived decisions, the validator 𝑣𝑘
𝑖

updates its direct consistent
value 𝑐𝑜𝑛𝑣𝑘

𝑖
,𝑣𝑘

𝑗
of validator 𝑣𝑘

𝑗
, otherwise, it updates its direct

inconsistent reputation value, 𝑖𝑛𝑐𝑜𝑛𝑣𝑘
𝑖
,𝑣𝑘

𝑗
. These values are

continually aggregated and securely stored in the blockchain
system and are used during the replica selection process. The
reputation value of each validator is calculated using both
direct and indirect trust values as will be discussed in Section
IV. Generally, the direct trust value of any validator 𝑣𝑘

𝑖
for

another validator 𝑣𝑘
𝑗

is defined as trust values obtained through
previous direct transactions between the pair 𝑣𝑘

𝑖
and 𝑣𝑘

𝑗
, while

indirect trust values of validator 𝑣𝑘
𝑖

for any validator 𝑣𝑘
𝑙

is
based on the recommendation of another validator (for instance
𝑣𝑘
𝑗
) based on the previous transactions between 𝑣𝑘

𝑗
and 𝑣𝑘

𝑙
.

Note that the reputation score of each validator is obtained
through the accumulation of its previous transactions. Hence,
the validator with a high reputation score has a high be-
haviour consistency and thus high trustworthiness as in [16],
[25], [28]–[30]. With this, we know that 𝑓𝑘 depends on the
reputations of selected validators within any shard 𝑘 . It is
worth mentioning that, these reputation opinions are not only

based on the actual intentions of the participating validators
but are also influenced by link quality [30]. As a result, a
clustering-based shard formation technique is adopted, such
that the distance between nodes within the same shard is
limited, thus reducing the effect of bad link quality. To prevent
misrepresentation of trust values (e.g., 𝑣𝑘

𝑖
generating a wrong

recommendation of 𝑣𝑘
𝑗

to mislead other validators), we inte-
grate recommendation reliability into the sBeDS framework
to ensure validators with inconsistent recommendations are
always detected and penalized.

E. Association rule model

We adopted a tuple 𝐺 (𝑆, 𝐵𝑙 , 𝑉, 𝐾) to describe the pre-
sented shard-based blockchain-enabled data-sharing frame-
work, where 𝑆 is the set of transactions and 𝐵𝑙 is the set
of blocks. We can use the weight matrix 𝑆𝐵 = [𝑠𝑏𝑖 𝑗 ] to
represent the association relations between transactions and
blocks, where 𝑠𝑏𝑖 𝑗 = 1 indicates that a transaction 𝑠𝑖 is
packaged into a block 𝑏 𝑗 and 𝑠𝑏𝑖 𝑗 = 0 if otherwise. Thus,
a transaction can only be packaged into one block, such
that

∑
𝑗 𝑠𝑏𝑖 𝑗 = 1. The transaction-block association matrix is

generally of the form
𝑠𝑏11 𝑠𝑏12 . . . 𝑠𝑏1𝐵
𝑠𝑏21 𝑠𝑏22 . . . 𝑠𝑏2𝐵
...

... . . .
...

𝑠𝑏𝑆1 𝑠𝑏𝑆2 . . . 𝑠𝑏𝑆𝐵


. (6)

Similarly, a block 𝑏𝑖 can only be validated in a single shard
𝑘 𝑗 , such that the weight matrix 𝐵𝐾 = [𝑏𝑘𝑖 𝑗 ], with

∑
𝑗 𝑏𝑘𝑖 𝑗 =

1, while a validator 𝑣𝑖 can only belong to one shard 𝑘 𝑗 at
any observation time, with the weight matrix 𝑉𝐾 = [𝑣𝑘𝑖 𝑗 ]
and

∑
𝑗 𝑣𝑘𝑖 𝑗 = 1. Thus, the block-shard and validator-shard

association matrices follow the same form as in (6).
One crucial consideration in the shard-based blockchain is

cross-shard transaction processing. This includes transactions
that require more than one shard for processing, making the
need to minimize the cross-shard validation overhead essential.
By adopting eventual atomicity [45], each transaction that re-
quires cross-shard processing can be split into multiple atomic
transactions by the client. Each of these atomic transactions
relates to different shards and is processed in parallel at
different shards.

The proposed sBeDS scheme guarantees the ACID property
– atomicity, consistency, isolation, and durability – by ensuring
(i) atomicity: a transaction is only sent for the block appending
process if it has been successfully validated through the five
stages of PBFT; (ii) consistency: each block of transactions
remains unchanged throughout the validation process; (iii)
isolation: the conditions

∑
𝑗 𝑠𝑏𝑖 𝑗 = 1,

∑
𝑗 𝑏𝑘𝑖 𝑗 and

∑
𝑗 𝑣𝑘𝑖 𝑗

are always true; and (iv) durability: blockchain is immutable,
thus each validated block is irreversible.

F. Attack vectors and threat model

We consider a Byzantine adversary model in which any
validator is capable of engaging in arbitrary and malicious
behaviour, including sending conflicting messages or colluding
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with other malicious entities, leveraging their full knowledge
of the system. Such a validator can exhibit various forms
of arbitrary behaviour, such as sending incorrect validation
decisions, providing inconsistent information, or refusing to
cooperate. Byzantine validators may collaborate to maximize
the impact of their attacks, aiming to disrupt consensus pro-
tocols, compromise data integrity, or cause system failure.
Generally, BFT protocols are designed to withstand attacks
from Byzantine adversaries by integrating redundancy, cryp-
tographic techniques, and consensus mechanisms that can
withstand a certain proportion of malicious behaviour while
maintaining system integrity and correctness.

Notwithstanding this, any PBFT-based solution may still be
susceptible to network threats, such as Sybil Attacks, where an
attacker creates multiple fake validating nodes to gain control
or influence over the consensus process. In such scenarios,
the attacker could manipulate the voting process, disrupt
consensus, or compromise the integrity of the validation
system. Another potential attack vector is denial-of-service
attacks, wherein the validation network is overwhelmed with
malicious requests, disrupting communication and prolonging
the consensus time.

The incorporation of trust-based reputation systems in our
proposed solution ensures effective control of these vulnera-
bilities. The proposed framework can tolerate a certain number
of Byzantine nodes without compromising the integrity of
the consensus, and it is capable of identifying and excluding
Byzantine nodes from the consensus process. The multi-stage
validation process of the PBFT protocol, coupled with the
adopted cryptographic-enabled registration process, enhances
communication integrity and node authentication.

IV. REPUTATION-ENABLED PBFT CONSENSUS
FRAMEWORK

In this section, we present the details of the adopted
reputation-enabled PBFT consensus algorithm focusing on
the analysis of direct and indirect trust values. This will be
integrated into the analyses in Section V.

A. Integrated trust-based reputation and PBFT scheme

Given 𝑣𝑖 ∈ 𝑉 , the number of validators in each shard 𝑁𝑠,𝑘
from (5) satisfies the PBFT constraints

𝑁𝑠,𝑘 ≥ 3 𝑓𝑘 + 1,∀
∑︁
𝑘

𝑁𝑠,𝑘 ≤ 𝑁, 𝑘 ∈ {1, 2, ..., 𝐾}. (7)

As mentioned in Section III, we integrate a trust-based
reputation scheme with the PBFT-based validation process to
minimize the number of malicious validators. Given a pre-
defined reputation threshold 𝑑𝑡ℎ > 𝑎𝑡ℎ, each validator 𝑣𝑘

𝑖

with reputation values 𝐷trust
𝐵,𝑣𝑘

𝑖

< 𝑑𝑡ℎ, as evaluated by the
blockchain system, is tagged as a node with a high probability
of failure. The blockchain system continuously compares the
reporting trust values of each node and removes nodes with
low reputation values to minimize the percentage of nodes at
a heightened risk of failure within the network. The updated
aggregated trust values of validators 𝐷trust

𝐵,𝑣𝑘
𝑖

are stored in
the blockchain to facilitate the removal of validators with

low reputation values. With this, the blockchain system can
estimate the reliability of received indirect trust values (i.e.,
recommendations) from each node and penalize nodes with
malicious recommendations.

During each stage of the PBFT, each tagged validator
𝑣𝑘
𝑗
∈ 𝑉𝑘 develops a direct trust value for every other validator

𝑣𝑘
𝑖
∈ 𝑉𝑘 , (∀ 𝑗 ≠ 𝑖, 𝑉𝑘 ∈ 𝑉) within the same shard 𝑘 . These

trust values are forwarded to the trust aggregation server
located in the blockchain system at the end of each observation
phase via dedicated error-free communication links. Thus,
the blockchain system maintains a continuously updated and
aggregated indirect trust value for each validator 𝑣𝑖 ∈ 𝑉 based
on the direct trust values received from other validating nodes.
To capture the possible influence of bad link quality, the PBFT
constraints in (5) should be achieved as a function of the
reputation value and the achievable data rate of each validator
within the coverage region of the selected primary. Hence, we
can allow the transmission data rate 𝑅0,𝑣𝑘

𝑖
between the center

of any shard 𝑘 and each validator 𝑣𝑘
𝑖
∈ 𝑉𝑘 ,∀𝑝 ≠ 𝑖 to depend on

the overall reputation value 𝐷trust
𝑣𝑝 ,𝑣𝑖

of each validator 𝑣𝑘
𝑖
∈ 𝑉𝑘 .

With this, any validator 𝑣𝑘
𝑖

at time 𝑡 is selected to join a shard
𝑘 based on Algorithm 1 if the 𝑅0,𝑣𝑘

𝑖
(𝑡) ≥ 𝑅𝑑𝑡ℎ .

Between any two nodes 𝑣𝑘
𝑖

and 𝑣𝑘
𝑗
, let 𝐷trust

𝑣𝑘
𝑖
,𝑣𝑘

𝑗

∈ [0, 1]
denote the trust value of the node 𝑣𝑘

𝑗
from node 𝑣𝑘

𝑖
. The data

transmission rate of node 𝑣𝑘
𝑗

received at the node 𝑣𝑘
𝑖

can be
obtained from (1) as

𝑅𝑣𝑘
𝑖
,𝑣𝑘

𝑗
(𝑡) = 𝑊𝐷trust

𝑣𝑘
𝑖
,𝑣𝑘

𝑗

(𝑡)

log2

(
1 +

𝑃𝑣𝑘
𝑖
,𝑣𝑘

𝑗
ℎ𝑣𝑘

𝑖
,𝑣𝑘

𝑗

𝜎2 + ∑
𝑣𝑘
𝑙
∈𝑉𝑘\𝑣𝑘𝑗

𝑃𝑣𝑘
𝑖
,𝑣𝑘

𝑙
ℎ𝑣𝑘

𝑖
,𝑣𝑘

𝑙

)
.

(8)

From (8), the transmission time of any block of size 𝑆𝐵

between any two validators 𝑣𝑘
𝑖
, 𝑣𝑘
𝑗
∈ 𝑉𝑘 is thus given as

𝜑𝑣𝑘
𝑖
,𝑣𝑘

𝑗
=

𝑆𝐵

𝑅𝑣𝑘
𝑖
,𝑣𝑘

𝑗

,∀𝑅𝑣𝑘
𝑖
,𝑣𝑘

𝑗
≠ 𝑅𝑣𝑘

𝑗
,𝑣𝑘

𝑖
. (9)

Next, we present the analysis for direct and indirect trusts
between any two nodes, which helps to obtain 𝐷trust

𝑣𝑘
𝑖
,𝑣𝑘

𝑗

.

B. Direct trust

The direct trust between any two validators 𝑣𝑘
𝑖

and 𝑣𝑘
𝑗

is
obtained following the subjective logic framework, described
as a tuple 𝜔𝑣𝑘

𝑖
,𝑣𝑘

𝑗
= {𝑏𝑣𝑘

𝑖
,𝑣𝑘

𝑗
, 𝑑𝑣𝑘

𝑖
,𝑣𝑘

𝑗
, 𝑣𝑣𝑘

𝑖
,𝑣𝑘

𝑗
}, where 𝑏𝑣𝑘

𝑖
,𝑣𝑘

𝑗
and

𝑑𝑣𝑘
𝑖
,𝑣𝑘

𝑗
are the belief and disbelief respectively of node 𝑣𝑘

𝑖
for

node 𝑣𝑘
𝑗
, while 𝑣𝑣𝑘

𝑖
,𝑣𝑘

𝑗
is the degree of uncertainty in the belief

system. These parameters satisfy the constraints

𝑏𝑣𝑘
𝑖
,𝑣𝑘

𝑗
, 𝑑𝑣𝑘

𝑖
,𝑣𝑘

𝑗
, 𝑣𝑣𝑘

𝑖
,𝑣𝑘

𝑗
∈ [0, 1],

𝑏𝑣𝑘
𝑖
,𝑣𝑘

𝑗
+ 𝑑𝑣𝑘

𝑖
,𝑣𝑘

𝑗
+ 𝑣𝑣𝑘

𝑖
,𝑣𝑘

𝑗
= 1.

(10)

Hence, the reliability level of a validator 𝑣𝑘
𝑗

from any validator
𝑣𝑘
𝑖

can be obtained as

𝑅𝐷𝑣𝑘
𝑖
,𝑣𝑘

𝑗
= 𝑏𝑣𝑘

𝑖
,𝑣𝑘

𝑗
+ 𝜀𝑣𝑣𝑘

𝑖
,𝑣𝑘

𝑗
, (11)
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where 0 ≤ 𝜀 ≤ 1 captures the influence of the trust uncertainty.
From Section III-D, we can define

𝑏𝑣𝑘
𝑖
,𝑣𝑘

𝑗
=

𝑐𝑜𝑛𝑣𝑘
𝑖
,𝑣𝑘

𝑗
(1 − 𝑣𝑣𝑘

𝑖
,𝑣𝑘

𝑗
)

𝑐𝑜𝑛𝑣𝑘
𝑖
,𝑣𝑘

𝑗
+ 𝑖𝑛𝑐𝑜𝑛𝑣𝑘

𝑖
,𝑣𝑘

𝑗

,

𝑑𝑣𝑘
𝑖
,𝑣𝑘

𝑗
=

𝑖𝑛𝑐𝑜𝑛𝑣𝑘
𝑖
,𝑣𝑘

𝑗
(1 − 𝑣𝑣𝑘

𝑖
,𝑣𝑘

𝑗
)

𝑐𝑜𝑛𝑣𝑘
𝑖
,𝑣𝑘

𝑗
+ 𝑖𝑛𝑐𝑜𝑛𝑣𝑘

𝑖
,𝑣𝑘

𝑗

,

𝑣𝑣𝑘
𝑖
,𝑣𝑘

𝑗
= 1 −𝑄𝑣𝑘

𝑖
,𝑣𝑘

𝑗
.

(12)

Note that 𝑐𝑜𝑛𝑣𝑘
𝑖
,𝑣𝑘

𝑗
and 𝑖𝑛𝑐𝑜𝑛𝑣𝑘

𝑖
,𝑣𝑘

𝑗
represent the overall histor-

ical number of consistent and inconsistent responses received
from any 𝑣𝑘

𝑗
by any 𝑣𝑘

𝑖
, while 𝑄𝑣𝑘

𝑖
,𝑣𝑘

𝑗
captures the quality

of the validation method. Since the parameters 𝑐𝑜𝑛𝑣𝑘
𝑖
,𝑣𝑘

𝑗
and

𝑖𝑛𝑐𝑜𝑛𝑣𝑘
𝑖
,𝑣𝑘

𝑗
are not only a result of malicious intentions or

faulty nodes but are also influenced by the unreliable com-
munication links, the transmission error can contribute to the
trust values of each node. With this,

𝑐𝑜𝑛𝑣𝑘
𝑖
,𝑣𝑘

𝑗
= 𝑐𝑜𝑛𝑣𝑘

𝑗
+ 𝑝𝑡𝑟𝑎𝑠 (𝑐𝑜𝑛𝑣𝑘

𝑗
+ 𝑖𝑛𝑐𝑜𝑛𝑣𝑘

𝑗
),

𝑖𝑛𝑐𝑜𝑛𝑣𝑘
𝑖
,𝑣𝑘

𝑗
= 𝑖𝑛𝑐𝑜𝑛𝑣𝑘

𝑗
− 𝑝𝑡𝑟𝑎𝑠 (𝑐𝑜𝑛𝑣𝑘

𝑗
+ 𝑖𝑛𝑐𝑜𝑛𝑣𝑘

𝑗
),

(13)

where 𝑐𝑜𝑛𝑣𝑘
𝑗

and 𝑖𝑛𝑐𝑜𝑛𝑣𝑘
𝑗

receptively represent the number
of consistent and inconsistent validation decisions made by
the validator 𝑣𝑘

𝑗
. The transmission error rate [30] is obtained

following

𝑝𝑡𝑟𝑎𝑠 = 1 −
∑𝑛
𝑖 𝜔(𝑖) × 𝜔(𝑖)∑𝑛

𝑖 𝜔(𝑖)
, (14)

where 𝜔(𝑖) is the weight of the historical link-state, with
ℵ = (𝜔(1), 𝜔(2), ..., 𝜔(𝑛)) representing the historical link-
state record and 𝜔(𝑖) = 2𝑖

𝑛(𝑛+1) . The average aggregated direct
trust 𝐷𝑑𝑖𝑟

𝑣𝑘
𝑖
,𝑣𝑘

𝑗

is thus obtained from 𝑅𝐷𝑣𝑘
𝑖
,𝑣𝑘

𝑗
as

𝐷𝑑𝑖𝑟
𝑣𝑘
𝑖
,𝑣𝑘

𝑗

=

∑
𝑛 𝑅𝐷𝑣𝑘

𝑖
,𝑣𝑘

𝑗
(𝑛)

𝑛
. (15)

C. Indirect trust

For the indirect trust values, any node (for instance, the
primary) can obtain indirect trust values of other validators
from the blockchain system or other neighbouring nodes.
Similarly, the blockchain system can evaluate the reputations
of some nodes through indirect trust. Since every validator
forwards the trust values of their communicating pairs to the
blockchain system after every observation period, the aggre-
gated indirect trust value of each validator is always available
to improve the validation decision at every observation time.
To estimate the indirect trust value, suppose 𝐷𝑑𝑖𝑟

𝑣𝑘
𝑖
,𝑣𝑘

𝑙

and 𝐷𝑑𝑖𝑟
𝑣𝑘
𝑗
,𝑣𝑘

𝑙

are respectively the average aggregated direct trust values of
nodes 𝑣𝑘

𝑖
and 𝑣𝑘

𝑗
about node 𝑣𝑘

𝑙
. Then, the collective trust

values of nodes 𝑣𝑘
𝑖

and 𝑣𝑘
𝑗

about node 𝑣𝑘
𝑙

is given as

𝐷
𝑣𝑘
𝑖
,𝑣𝑘

𝑗

𝑣𝑘
𝑙

= 𝐷𝑑𝑖𝑟
𝑣𝑘
𝑖
,𝑣𝑘

𝑙

⊕
𝐷𝑑𝑖𝑟
𝑣𝑘
𝑗
,𝑣𝑘

𝑙

= (𝑏
𝑣𝑘
𝑖
,𝑣𝑘

𝑗

𝑣𝑘
𝑙

, 𝑑
𝑣𝑘
𝑖
,𝑣𝑘

𝑗

𝑣𝑘
𝑙

, 𝑣
𝑣𝑘
𝑖
,𝑣𝑘

𝑗

𝑣𝑘
𝑙

), (16)

where 
𝑏
𝑣𝑘
𝑖
,𝑣𝑘

𝑗

𝑣𝑘
𝑙

= (𝑏𝑣𝑘
𝑖
,𝑣𝑘

𝑙
𝑣𝑣𝑘

𝑗
,𝑣𝑘

𝑙
+ 𝑏𝑣𝑘

𝑗
,𝑣𝑘

𝑙
𝑣𝑣𝑘

𝑖
,𝑣𝑘

𝑙
)/𝑞

𝑑
𝑣𝑘
𝑖
,𝑣𝑘

𝑗

𝑣𝑘
𝑙

= (𝑑𝑣𝑘
𝑖
,𝑣𝑘

𝑙
𝑣𝑣𝑘

𝑗
,𝑣𝑘

𝑙
+ 𝑑𝑣𝑘

𝑗
,𝑣𝑘

𝑙
𝑣𝑣𝑘

𝑖
,𝑣𝑘

𝑙
)/𝑞

𝑣
𝑣𝑘
𝑖
,𝑣𝑘

𝑗

𝑣𝑘
𝑙

= (𝑣𝑣𝑘
𝑗
,𝑣𝑘

𝑙
𝑣𝑣𝑘

𝑖
,𝑣𝑘

𝑙
)/𝑞

(17)

and
𝑞 = 𝑣𝑣𝑘

𝑗
,𝑣𝑘

𝑙
+ 𝑣𝑣𝑘

𝑖
,𝑣𝑘

𝑙
− 𝑣𝑣𝑘

𝑗
,𝑣𝑘

𝑙
𝑣𝑣𝑘

𝑖
,𝑣𝑘

𝑙
,∀𝑞 ≠ 0. (18)

Similarly, given that 𝐷𝑑𝑖𝑟
𝑣𝑘
𝑖
,𝑣𝑘

𝑗

and 𝐷𝑑𝑖𝑟
𝑣𝑘
𝑗
,𝑣𝑘

𝑙

represent the direct

trust values of validator 𝑣𝑘
𝑖

for validator 𝑣𝑘
𝑗

and validator 𝑣𝑘
𝑗

for validator 𝑣𝑘
𝑙
, respectively. We can obtain the indirect trust

value of validator 𝑣𝑘
𝑖

for validator 𝑣𝑘
𝑙

as

𝐷
𝑣𝑘
𝑖
,𝑣𝑘

𝑗

𝑣𝑘
𝑙

= 𝐷𝑑𝑖𝑟
𝑣𝑘
𝑖
,𝑣𝑘

𝑗

⊗
𝐷𝑑𝑖𝑟
𝑣𝑘
𝑗
,𝑣𝑘

𝑙

= (𝑏
𝑣𝑘
𝑖
,𝑣𝑘

𝑗

𝑣𝑘
𝑙

, 𝑑
𝑣𝑘
𝑖
,𝑣𝑘

𝑗

𝑣𝑘
𝑙

, 𝑣
𝑣𝑘
𝑖
,𝑣𝑘

𝑗

𝑣𝑘
𝑙

), (19)

where 
𝑏
𝑣𝑘
𝑖
,𝑣𝑘

𝑗

𝑣𝑘
𝑙

= 𝑏𝑣𝑘
𝑖
,𝑣𝑘

𝑗
𝑏𝑣𝑘

𝑗
,𝑣𝑘

𝑙

𝑑
𝑣𝑘
𝑖
,𝑣𝑘

𝑗

𝑣𝑘
𝑙

= 𝑏𝑣𝑘
𝑖
,𝑣𝑘

𝑗
𝑑𝑣𝑘

𝑗
,𝑣𝑘

𝑙

𝑣
𝑣𝑘
𝑖
,𝑣𝑘

𝑗

𝑣𝑘
𝑙

= 𝑑𝑣𝑘
𝑖
,𝑣𝑘

𝑗
+ 𝑣𝑣𝑘

𝑖
,𝑣𝑘

𝑗
+ 𝑏𝑣𝑘

𝑖
,𝑣𝑘

𝑗
𝑣𝑣𝑘

𝑗
,𝑣𝑘

𝑙
.

(20)

The indirect trust value 𝐷𝑖𝑛𝑑
𝑣𝑘
𝑖
,𝑣𝑘

𝑙

is obtained following the
same method as in (15). To investigate the reliability of
recommendation in (19), let 𝐷𝑎𝑣𝑒

𝑣𝑘
𝑙

represent the average value

of all received recommendations for 𝑣𝑘
𝑙
. Then we can obtain

the difference between 𝐷
𝑣𝑘
𝑖
,𝑣𝑘

𝑗

𝑣𝑘
𝑙

and 𝐷𝑎𝑣𝑒
𝑣𝑘
𝑙

. The greater the
difference, the lower the reliability of the recommendation
received from any validator. Therefore, the recommendation
reliability is given as

𝑅𝑒𝑙𝐷
𝑣𝑘
𝑖
,𝑣𝑘

𝑗

𝑣𝑘
𝑙

= 1 − |𝐷
𝑣𝑘
𝑖
,𝑣𝑘

𝑗

𝑣𝑘
𝑙

− 𝐷𝑎𝑣𝑒
𝑣𝑘
𝑙

|. (21)

Blockchain continuously penalizes validators with inconsistent
recommendations and may lead to removal from the system.
Finally, the reputation is obtained as a function of both direct
and indirect trusts, such that

𝐷trust
𝑣𝑘
𝑖
,𝑣𝑘

𝑗

= 𝜔𝑑𝑖𝑟𝐷
𝑑𝑖𝑟

𝑣𝑘
𝑖
,𝑣𝑘

𝑗

+ 𝜔𝑖𝑛𝑑𝐷𝑖𝑛𝑑𝑣𝑘
𝑖
,𝑣𝑘

𝑗

, (22)

where 𝜔𝑑𝑖𝑟 and 𝜔𝑖𝑛𝑑 are the weights of direct and indirect trust
values respectively, given that 𝜔𝑑𝑖𝑟 +𝜔𝑖𝑛𝑑 = 1. As an abuse of
notation, let 𝐷trust

𝑣𝑖
represent the average aggregate reputation

value of each validator 𝑣𝑖 ∈ 𝑉 . To maintain the security level,
each validator with reputation value below 𝐷trust

𝑣𝑖
< 𝑎𝑡ℎ is

removed from the system, such that 𝑓 is defined as

𝑓 =

𝑁∑︁
𝑖=1

1[𝑎𝑡ℎ≤𝐷trust
𝑣𝑖
<𝑑𝑡ℎ ] , (23)

where 1[.] is an indicator function that is equal to 1 if [.] is
true and 0 otherwise. The parameter 𝑑𝑡ℎ is always selected
such that the intra-shard bound

𝑓𝑘 ≤
⌈
𝑁𝑠,𝑘 −

𝑁𝑠,𝑘∑︁
𝑖=1

𝐷trust
𝑣𝑘
𝑖

(𝑖)
⌉
, (24)
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where ⌈.⌉ is the ceil function. To prevent the single-shard
takeover, the number of shards at any PBFT view is bounded
by the constraint

𝐾 ≤ 𝑁

3(𝑁 − ∑𝑁
𝑖=1 1[𝐷trust

𝑣𝑖
≥𝑑𝑡ℎ ]) + 1

. (25)

From (25), it is clear that the possible number of shards is
limited by the reputations of all available validators. Hence, a
shard is only created, following Algorithm 1, if the security
constraints are satisfied. Note that the proposed framework
relies on the PBFT consensus protocol and the shard formation
process is subject to the constraint in (24). Hence, the number
of shards 𝐾 to guarantee a successful consensus for all shards
while preventing appending a malicious block to the chain is
captured by (25). The expression in (25) captured the worst-
case scenario where all malicious nodes 𝐾 , as in (23), are in
the same shard. Generally, 𝐾 is inversely proportional to 𝑓 .

In a broad context, where the reputation value of each
node 𝐷trust

𝑣𝑖
reflects its likelihood of being malicious or faulty,

we can obtain the failure probability of any typical shard 𝑘

– the probability that shard 𝑘 will fail to reach an honest
consensus thus will append a malicious block to the chain –
as a function of the aggregated reputation values of 𝑣𝑘

𝑖
∈ 𝑉𝑘 .

Since all validators operate independently, the probability of
shard failure can be obtained as

𝑃
(𝑘 )
𝑓

= 1 − 1
𝑁𝑠,𝑘

𝑁𝑠,𝑘∑︁
𝑖=1

𝐷trust
𝑣𝑘
𝑖

. (26)

V. PERFORMANCE ANALYSIS

In this section, we analyze some performance metrics of
interest for the sBeDS framework. We evaluate scalability and
consider the block generation and consensus process time.

A. Scalability
Scalability is an important metric when characterizing

blockchain-enabled data-sharing framework in HDT. It mea-
sures the number of transactions that can be processed per
second. This transaction throughput can be improved by either
increasing the block size 𝑆𝐵 or reducing the block interval
𝑇 𝐼 , although an increase in the 𝑆𝐵 or a decrease in 𝑇 𝐼 can
impose stricter constraints on consensus latency. Hence, the
choice of appropriate method, as well as the adopted consensus
algorithm, should be properly considered to obtain the trade-
off between scalability and latency. The number of transactions
that can be processed per second in the proposed sBeDS
framework is given as

𝑇𝑡ℎ𝑟𝑢 (𝑆𝐵, 𝑇 𝐼 ) =
𝐾 ⌊𝑆𝐵/𝜒⌋

𝑇 𝐼
, (27)

where the block interval 𝑇 𝐼 follows from (3) and represents
the average time required to generate a new block. From (27),
it can be observed that an increase in 𝐾 can further increase
the number of transactions per second, 𝑇𝑡ℎ𝑟𝑢 (𝑆𝐵, 𝑇 𝐼 ). In a case
where there is a 𝑐𝑘

𝑠ℎ
proportion of cross-shard transactions in

the 𝑘𝑡ℎ shard, (27) is upper-bounded at

𝑇𝑡ℎ𝑟𝑢 (𝑆𝐵, 𝑇 𝐼 , 𝑐𝑘𝑠ℎ) =
𝐾 ⌊𝑆𝐵/𝜒⌋

𝑇 𝐼
− ⌊𝑆𝐵/𝜒⌋

2𝑇 𝐼
𝐾∑︁
𝑘=1

𝑐𝑘𝑠ℎ . (28)

In such a case, reducing 𝑐𝑘
𝑠ℎ

increases the scalability.

B. Latency

Latency is an important metric in any blockchain-related
analysis [2], [3] and can be measured as the time to finality,
which is the time required to successfully append a block to
the chain through any shard 𝑘 . This is the same as the time
until a transaction written in the blockchain is irreversible.
This latency in the presented framework includes three main
components: block generation time 𝑇 𝐼 , consensus time and
block appending time. The time to finality can be obtained as

𝑇𝑇𝑇𝐹 = 𝑇 𝐼 + 𝑇 𝑘𝑐𝑜𝑛 + 𝑇 𝑘𝑎𝑝𝑝 , (29)

where 𝑇 𝑘𝑐𝑜𝑛 and 𝑇 𝑘𝑎𝑝𝑝 are the consensus time and block
appending time respectively for any shard 𝑘 . The consensus
time depends on the PBFT scheme and is obtained as

𝑇 𝑘𝑐𝑜𝑛 = 𝑇
𝑘
𝑑𝑒𝑙𝑖𝑣 + 𝑇

𝑘
𝑣𝑎𝑙 , (30)

where 𝑇 𝑘
𝑑𝑒𝑙𝑖𝑣

and 𝑇 𝑘
𝑣𝑎𝑙

are the message delivery and block
validation time within any shard 𝑘 respectively. To avoid
unnecessary complication, we evaluated the validation time as
a function of cryptographic operations computing cost similar
to [19], [20], [46], where a block validation process includes
signatures validation, generation and validation of MACs using
𝜁 , 𝜂 and 𝜂 CPUs cycles respectively.

In the REQUEST stage, the client 𝑣𝑐 sends a block valida-
tion request to any available primary 𝑣𝑝 ,∀𝑝 ≠ 𝑐, where only
one MAC verification is performed. Each validation request
contains one signature, which requires verification of each
validator during any consensus process. During the PRE-
PREPARE stage, the primary in any shard 𝑘 processes a
batch of 𝑀 validation requests and forwards a single pre-
prepare message to all replicas within shard 𝑘 . In this case, the
primary generates 𝑁𝑠,𝑘 − 1 MACs and each replica processes
one MAC for verifications. Each replica then authenticates the
received pre-prepare message during the PREPARE stage by
generating 𝑁𝑠,𝑘−1 MACs to every other replica within shard 𝑘
including the primary, while verifying 𝑁𝑠,𝑘 − 2 MACs. Next,
each validator carries out block validation in the COMMIT
stage, where all validators within shard 𝑘 including the primary
send and receive 𝑁𝑠,𝑘−1 commit messages, thereby generating
and validating 𝑁𝑠,𝑘−1 MACs. Finally, each validator generates
one MAC for each validation request to reply to the client
during the REPLY stage. It becomes immediately clear that
for each 𝑀 validation request in any shard 𝑘 , the primary
processes 2𝑀+4(𝑁𝑠,𝑘−1) MAC operations, while each replica
processes 𝑀+4(𝑁𝑠,𝑘−1) MAC operations. The validation time
of a primary in any shard 𝑘 is given as

O𝑘𝑣𝑝 =
𝑀𝜁 + [2𝑀 + 4(𝑁𝑠,𝑘 + 𝑓𝑘 − 1)]𝜂

𝑐𝑣𝑝
, (31)

where 𝑐𝑣𝑝 is the computation capacity of the primary 𝑣𝑝 .
Similarly, the validation time of any replica is given as

O𝑘𝑣𝑖 =
𝑀𝜁 + [𝑀 + 4(𝑁𝑠,𝑘 + 𝑓𝑘 − 1)]𝜂

𝑐𝑣𝑖
, (32)
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where 𝑐𝑣𝑖 is the computation capacity of any validator 𝑣𝑖 . The
total validation time 𝑇 𝑘

𝑣𝑎𝑙
can thus be obtained as

𝑇 𝑘𝑣𝑎𝑙 =
1
𝑀

max
𝑣𝑘
𝑖
∈𝑉𝑘

{O𝑘𝑣𝑝 ,O
𝑘
𝑣𝑖
}. (33)

Similarly, the message delivery time 𝑇 𝑘
𝑑𝑒𝑙𝑖𝑣

depends on the
total time to transmit a block from the client to the primary
and the total message exchanging time during validation. From
(9), the time to transmit a block from the client to the primary
is given as

𝜑𝑣𝑐 ,𝑣𝑘𝑝 =
𝑀𝑆𝐵

𝑅𝑣𝑐 ,𝑣𝑘𝑝

. (34)

From (34), we can obtain the message delivery time 𝑇 𝑘
𝑑𝑒𝑙𝑖𝑣

,
given that 𝜏 is the timeout, as

𝑇 𝑘𝑑𝑒𝑙𝑖𝑣 =
1
𝑀

(𝑇 𝑘𝑟𝑒𝑞𝑢𝑒𝑠𝑡 + 𝑇 𝑘𝑝𝑟𝑒−𝑝𝑟𝑒𝑝𝑎𝑟𝑒 + 𝑇 𝑘𝑝𝑟𝑒𝑝𝑎𝑟𝑒+

𝑇 𝑘𝑐𝑜𝑚𝑚𝑖𝑡 + 𝑇 𝑘𝑟𝑒𝑝𝑙𝑦)

=
1
𝑀

(
min{𝜑𝑣𝑐 ,𝑣𝑘𝑝 , 𝜏} + min

{
max

𝑣𝑘
𝑖
≠𝑣𝑘𝑝 ,𝑣𝑐

𝜑𝑣𝑘𝑝 ,𝑣𝑘𝑖
, 𝜏

}
+

min
{

max
𝑣𝑘
𝑖
≠𝑣𝑘

𝑗
;𝑣𝑘

𝑖
,𝑣𝑘

𝑗
≠𝑣𝑐

𝜑𝑣𝑘
𝑖
,𝑣𝑘

𝑗
, 𝜏

}
+

min
{

max
𝑣𝑘
𝑖
≠𝑣𝑘

𝑗
;𝑣𝑘

𝑖
,𝑣𝑘

𝑗
≠𝑣𝑐

𝜑𝑣𝑘
𝑖
,𝑣𝑘

𝑗
, 𝜏

}
+ min

{
max
𝑣𝑘
𝑖
≠𝑣𝑐

𝜑𝑣𝑘
𝑖
,𝑣𝑐
, 𝜏

})
.

(35)

From (35), the consensus time T𝑘𝑐𝑜𝑛𝑠 is obtained.

C. Block appending time

Since the validation process in each shard is independent of
the validation process in other shards, two or more shards may
complete the validation of a block at the same time slot. To
ensure an efficient appending process, each shard is assigned
a different priority such that the block appending process is
based on the non-preemptive priority of each shard. Thus, the
block appending process eliminates the possibility of forking
attacks. We modeled the block appending process as a Geo/G/1
queuing system with non-preemptive priority, where any shard
𝑘 has non-preemptive priority over shard 𝑘+𝑚, 0 < 𝑚 ≤ 𝐾−1,
such that the priority of blocks from shard 1 > 2 > 𝐾−1 > 𝐾 .
The arrival of validated blocks from each shard, therefore,
follows an independent Bernoulli process with a probability
𝜆𝑘 , while each validated block requires a general appending
service with service probability 𝜇𝑘 . Under the considered
stable condition and at any time slot,

𝜌 =

𝐾∑︁
𝑘=1

𝜆𝑘

𝜇𝑘
< 1. (36)

Following the proposed priority-based block appending tech-
nique, the block from shard 1 is appended to the chain before
the block from shard 2, while the block from shard 2 is
appended to the chain before the block from shard 3, etc. As in
real-life systems, the appending time of any block from shard
1 is not affected by the appending time of blocks from lower
priority shards 𝑘 > 1, while the appending time of any block
from shard 2 is only affected by the appending time of blocks
from higher priority shard 1. It follows that the appending time

of blocks from any shard 𝑘 is only affected by the appending
time of blocks from higher priority shards 𝑚 > 𝑘 . Thus, the
proposed block appending process can be captured for two
special classes: higher priority class and lower priority class.
The block appending time of a block from the highest priority
shard 𝑘 = 1 at any time slot can be calculated as

𝑇1
𝑎𝑝𝑝 =

1
2𝜇1

+
𝜛𝜆1

1
𝜇1

+ 𝜆2
1𝜛𝑏1

2𝜆1 (1 − 𝜌1)
+
𝜆2

(
𝜛𝑏1 + 1

𝜇2

[
1
𝜇2

− 1
] )

2(1 − 𝜌1)
,

(37)
where 𝜛∗ is the variance of ∗, while 𝑏∗ = 1

𝜇∗
. Similarly, the

block appending time of any block from any lower priority
shard (say 𝑘 = 2) can be obtained following

𝑇2
𝑎𝑝𝑝 =

1
2𝜇2

+
𝜛𝜆2

1
𝜇2

2𝜆2 (1 − 𝜌) +
𝜆2𝜛𝑏2

2(1 − 𝜌) (1 − 𝜌ℎ)

+
𝜛𝜆ℎ

(
1
𝜇ℎ

)2
+ 𝜆1𝜛𝑏ℎ

2(1 − 𝜌) (1 − 𝜌ℎ)
.

(38)

The parameters 𝜆ℎ and 𝜇ℎ in (38) capture the joint arrival
and service probabilities of blocks from higher priority shards
respectively. The proof of (37) and (38) follows from the
analysis of the discrete-time single server queueing system
provided in [47]. At any slot, the average appending time can
thus be approximated as

𝑇𝑎𝑣𝑒𝑎𝑝𝑝 =
1
𝐾

𝐾∑︁
𝑘=1

𝑇 𝑘𝑎𝑝𝑝 . (39)

To ensure that the latency requirements of the blockchain-
enabled data-sharing system are satisfied, the total latency
should be within some consecutive block intervals 𝜉 (𝜉 > 1),
such that

𝑇𝑇𝑇𝐹 ≤ 𝜉𝑇 𝐼 , 𝑘 = 1, ..., 𝐾. (40)

VI. PERFORMANCE OPTIMIZATION USING DRL
In this section, we first formulate the proposed sBeDS

framework as a MDP to allow optimization of transaction
throughput and minimization of overall latency, while ensuring
that the security constraints are satisfied as in conventional
PBFT consensus protocol-based systems. Next, we introduce
DRL to capture and address the dynamic nature of the pro-
posed system.

A. State space and transition probability

By formulating the shard-based blockchain-enabled data-
sharing system as a discrete MDP, we can maximize the
system reward such that the MDP is defined using the tuple
(S (𝑡 ) ,A (𝑡 ) ,P (𝑡 ) ,R (𝑡 ) ), where S (𝑡 ) is the state space, A (𝑡 ) is
the action space, P (𝑡 ) is the state transition probabilities and
R (𝑡 ) is the reward function. Note that the DRL framework
can have two phases: (i) an offline deep neural network
construction phase, where the action-value function can be
approximated with corresponding states and actions, and (ii)
an online dynamic deep Q learning phase, which is used
for action selection, system control, and dynamic network
updating. Later, we present the details of the adopted BDQ
algorithm.
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At any decision epoch 𝑡 (𝑡 ≥ 1), the state space S (𝑡 )

is defined as the union of data achievable rate 𝑅 = {𝑅𝑖, 𝑗 },
average transaction size 𝜒, computation capacity of validators
𝑐𝑣 , and the reputation value 𝐷trust

𝑖, 𝑗
of validators. This can be

represented as

S (𝑡 ) = [𝑅, 𝜒, 𝑐𝑣 , 𝐷trust
𝑖, 𝑗 ] (𝑡 ) . (41)

Note that state space in (41) is continuous, thus the prob-
ability of being in a certain state can be assumed to be zero.
With this, the process transition from state 𝑠 (𝑡 ) to the next
state 𝑠 (𝑡+1) through the action 𝑎 (𝑡 ) ∈ A (𝑡 ) is given as

𝑃𝑟 (𝑠 (𝑡+1) |𝑠 (𝑡 ) , 𝑎 (𝑡 ) ) =
∫
S (𝑡+1)

F(𝑠 (𝑡 ) , 𝑎 (𝑡 ) , 𝑠′)𝑑𝑠′, (42)

where F is the state transition probability density function.

B. Action space

The action space A (𝑡 ) at any decision epoch 𝑡 includes the
offloading decision 𝑎 = {𝑎𝑛}, 𝑎𝑛 ∈ {0, 1}, block size 𝑆𝐵, block
interval 𝑇 𝐼 , and the number of shards 𝐾∗. This is given as

A (𝑡 ) = [𝑎, 𝑆𝐵, 𝑇 𝐼 , 𝐾∗] (𝑡 ) , (43)

where 𝑎𝑛 = 1 when a validating node participates in the
validation process and 𝑎𝑛 = 0 otherwise. Similarly, 𝑆𝐵 ∈
{0.2, 0.4, ..., ¤𝑆𝐵}, 𝑇 𝐼 ∈ {0.5, 1, ..., ¤𝑇 𝐼 }, and 𝐾∗ ∈ {1, 2, ..., ¤𝐾∗},
where ¤𝑆𝐵, ¤𝑇 𝐼 and ¤𝐾∗ are the block size limit, maximum
block interval and largest shard number satisfying the security
constraint respectively.

C. Reward Function

We aim to simultaneously optimize the transaction through-
put and minimize the overall latency in the shard-based
blockchain-enabled data-sharing system. The objective of the
system is given as

𝑂 = Θ1𝑇𝑇𝑇𝐹 − (1 − Θ1)Θ2𝑇𝑡ℎ𝑟𝑢, (44)

where Θ1 (0 < Θ1 < 1) is a weight factor, which is useful in
combining two objective functions into a single one and Θ2 is
a mapping factor that ensures two objective functions are at
the same scale. From (44), the optimization problem can be
obtained as

min
A (𝑡 )
E

[ +∞∑︁
𝑡=0

(
Θ1𝑇𝑇𝑇𝐹 − (1 − Θ1)Θ2𝑇𝑡ℎ𝑟𝑢

) ]
s.t. (C1): 𝑇𝑇𝑇𝐹 ≤ 𝜉𝑇 𝐼

(C2): 𝑓𝑘 ≤
𝑁𝑠,𝑘 − 1

3
(C3):

∑︁
𝑘

𝑁𝑠,𝑘 ≤ 𝑁

(C4):
∑︁
𝑘

𝑓𝑘 ≤ 𝑓

(C5): 𝑎𝑛 ∈ {0, 1}
(C6): 𝜌 < 1.

(45)

The reward function is thus defined as

R (𝑡 ) =

{
−𝑂 (𝑡), if 𝐶1 − 𝐶6 are satisfied
0, otherwise.

(46)

D. Branching dueling Q-network

Because of the dynamic and large-dimensional character-
istics of the proposed sBeDS problem, it is imperative to
adopt the DRL technique. The large action space introduced
by the proposed scheme, however, brings great challenges to
the discrete-action-based DRL optimization methods since the
number of actions that need to be explicitly represented in
the conventional deep deterministic policy gradient (DDPG)
and deep Q-network (DQN)-based agents grows exponentially
with an increasing number of validators, which makes it hard
to achieve convergence. To compensate for large dimensions
of action space, we apply the BDQ algorithm.

BDQ is a branching variant of the dueling double deep Q-
network that incorporates the action branching architecture
into the DQN to decrease the number of estimated actions
[33]. The advantage of the action branching architecture can be
observed when solving problems in multidimensional action
spaces since it is possible to optimize each action dimension
with a degree of independence. BDQ enhances scalability by
ensuring the linear growth of the total number of network
outputs with increasing action dimensionality. The agent in
BDQ can scale gracefully to environments with increasing
action dimensionality and it was shown in [33] to perform
competitively when compared with the conventional DDPG
and other related algorithms. BDQ allows the adoption of
discrete-action algorithms in DRL for domains with high-
dimensional continuous or discrete action spaces. For any
action dimension 𝑑 ∈ {1, 2, ..., 𝑁𝑑}, each sub-action has
|A𝑑 | = 𝜗 discrete sub-actions. The Q-value of any branch
at any state 𝑠 ∈ S and sub-action 𝑎𝑑 ∈ A𝑑 can be expressed
as a function of the common state value 𝑉 (𝑠) and the corre-
sponding sub-action advantage 𝐴𝑑 (𝑠, 𝑎𝑑) following

𝑄𝑑 (𝑠, 𝑎𝑑) = 𝑉 (𝑠) +
[
𝐴𝑑 (𝑠, 𝑎𝑑) −

1
𝜗

∑︁
𝑎𝑑∈A𝑑

𝐴𝑑 (𝑠, 𝑎′𝑑)
]
, (47)

such that the temporal-difference target

𝑦 = R + 𝛾 1
𝑁𝑑

∑︁
𝑑

𝑄𝑑

(
𝑠′, argmax𝑎′

𝑑
∈A𝑑

𝑄𝑑 (𝑠′, 𝑎′𝑑)
)
, (48)

where parameters 𝑄𝑑 and 𝛾 are the branch 𝑑 of the target
network �̄� and the learning rate respectively. From (48), the
loss function can be expressed as the expected value of the
mean squared temporal-difference error across the branches,
given as

𝐿 = E(𝑠,𝑎∗ ,𝑟 ,𝑠′ )∼D

[
1
𝑁𝑑

∑︁
𝑑

(𝑦𝑑 −𝑄𝑑 (𝑠, 𝑎𝑑))2

]
, (49)

where D is the experience replay buffer and 𝑎∗ captures the
joint action tuple (𝑎∗1, 𝑎

∗
2, ..., 𝑎

∗
𝑁𝑑

). To preserve the magnitudes
of the errors, the unified prioritization error is expressed as

𝑒𝑟 (𝑠, 𝑎∗, 𝑟, 𝑠′) =
∑︁
𝑑

|𝑦𝑑 −𝑄𝑑 (𝑠, 𝑎𝑑) |. (50)

VII. NUMERICAL RESULTS

In this section, we present numerical results to demonstrate
the performance of the proposed sBeDS framework.
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TABLE III
SIMULATION PARAMETERS

Parameter Value
Average transaction size, 𝜒 200 Bytes
Computation resource of each validator, 𝑐𝑣 [10, 30] MHz
Computing cost for validating signatures and
generating/validating MACs, 𝜁 , 𝜂 2 𝑀𝐻𝑧/1 𝑀𝐻𝑧
Timeout, 𝜏 10 s
Validation interval, 𝜉 20
Acceptable threshold, 𝑎𝑡ℎ 0.5
Pre-defined reputation threshold, 𝑑𝑡ℎ 0.6
Bandwidth, 𝑊 1 MHz
Offloading power of each validator, 𝑃

𝑣𝑘
𝑖

1 W

Noise signal power, 𝜎2 10−9 W
Block size limit, ¤𝑆𝐵 8 MB
Maximum block interval, ¤𝑇 𝐼 10 s
Maximum allowable shard number, ¤𝐾∗ 8

A. Simulation Parameters

To demonstrate the performance of the proposed sBeDS
framework, we carried out numerical simulations, consisting
of 𝑁 = 100 validators. The simulation results focus on the
performance of the PBFT and reputation-enabled shard-based
consensus process with the aim of addressing issues related
to the adoption of the sBeDS framework in HDT. When
evaluating the message exchanging process among validators,
we adopted the Rayleigh fading assumption such that the chan-
nel gain among interfering validators is an independent and
identically distributed exponential fading coefficient. Except
otherwise mentioned, the parameters settings selected similar
to [8], [20], [48] are summarized in Table III.

For comparison, we modified the proposed sBeDS scheme
to produce three existing schemes: single shard scheme, 𝐾 = 1;
fixed block interval scheme, 𝑇 𝐼 = 7 s; and fixed block size
scheme, 𝑆𝐵 = 5 MB. For simplicity, we refer to the sBeDS
scheme with all parameters optimized as the proposed scheme
and set Θ1 = 0.9 and Θ2 = 0.001 similar to [28], [31], [32].

B. Simulation Results

In our simulations, we used a computer system with 10
CPU cores. The CPU is Intel(R) Core(TM) i9-10900X with
3.70GHz. We used PyTorch 0.4.1 and Python 3.6.6 as the
software environment. The convergence performance of the
proposed scheme is presented in Fig. 2. The total reward is
shown to increase with the learning process until the optimal
blockchain parameters are found. The proposed multi-shard
scheme achieves higher throughput and lower latency thus a
higher reward is observed compared to the other schemes.
Interestingly, the convergence speed is relatively low when
compared to the other schemes since the adopted multi-
shard approach with variable block size and interval imposes
more learning tasks on the agent at the initial learning stage.
Notwithstanding that, the proposed multi-shard scheme can
still achieve a reasonable convergence speed, while providing
a higher total reward. It is worth noting that, even at 𝜉 = 20, the
single shard scheme continues to provide a total reward closer
to zero since such an approach suffers from low throughput
and high overall latency.
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Fig. 2. Convergence performance with rewards.
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Fig. 3. Effects of block interval on the performance.

Next, we investigate the effects of the block interval on the
performance of the proposed approach as presented in Fig. 3.
The total reward is observed to decrease as the block interval
increases since an increase in the block interval increases
the overall latency while reducing the throughput. Under the
fixed block interval scheme, an increase in the block interval
does not affect the performance, thus a multi-shard scheme
with a fixed block interval continues to produce a constant
total reward. For other schemes with variable block intervals,
the proposed scheme achieves a better total reward when
compared with the single shard and fixed block size schemes.
This further justifies that a multi-shard approach with variable
block size and interval can achieve better performance. It
is worth mentioning that all the considered schemes have
been implemented by taking into consideration the required
security constraint as in the conventional PBFT consensus
protocol. Thus, a multi-shard approach not only outperforms
other schemes but also achieves the same level of security.

In Fig. 4, we evaluate the effects of the average transaction
size on the overall performance of the proposed scheme. As the
transaction size increases, the overall performance of the pro-
posed scheme reduces since an increase in the transaction size
increases validation time, which further increases the overall
latency while reducing the average throughput. Interestingly,
the proposed scheme can provide better performance compared
to other schemes because such a scheme can optimally adjust
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other blockchain parameters to compensate for the increase in
the average transaction size.

To investigate the effects of the computation capacity of
validators on average throughput, Fig. 5 shows that the average
throughput increases as the computation capacity limit of
validators increases. This is expected since an increase in
𝑐𝑣 will improve the validation process, thereby reducing the
overall latency. Similarly, the proposed scheme achieves a
better average throughput compared to other schemes. For the
scheme with a fixed block generation interval, the average
throughput remains constant as 𝑐𝑣 increases since an improved
validation experience (i.e., reduced validation time) in such a
scheme means validators will remain idle for a longer period
owing to the fixed block interval. The fixed block interval
scheme is expected to produce an improved performance when
𝑐𝑣 is low as can be seen in Fig. 5.

Furthermore, Fig. 6 represents the effects of block interval
on the average throughput. This is similar to Fig. 3, where the
impacts of block interval on the overall performance of the
proposed scheme were investigated. As expected, the average
throughput reduces as the block interval increases, while
the proposed scheme continues to produce better throughput.
Similarly, Fig. 7 demonstrates the relationship between the
average throughput and the average transaction size. The
average throughput is observed to decrease as the transaction
size increases since an increased transaction size further in-
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Fig. 7. Effects of transaction size on average throughput.

creases the validation time as well as message exchanging time
among validators, which directly affects the overall latency.
When compared with the single-shard scheme, the proposed
multi-shard schemes achieve better performance justifying
the importance of the multiple validation process towards
improving the validation process of blockchain-enabled data-
sharing systems.

Finally, the proposed PBFT and reputation-enabled shard-
based scheme is capable of improving the scalability and
throughput of blockchain-based data-sharing systems, and
reducing overall latency, while ensuring sufficient decentral-
ization and security features. As can be observed from the
proposed framework, the approach is decentralized while the
proposed integrated PBFT and trust-based proof of reputation
scheme ensures that the security level is not compromised.
Estimating the value of 𝑓 based on the reputation values
means only validators with acceptable historical reputations
are always selected during the shard formation process thus,
eliminating the probability of appending malicious blocks to
the chain as in the conventional PBFT scheme, while providing
an improved validation experience.

VIII. CONCLUSION

In this paper, we introduced a sBeDS framework designed
to improve the data-sharing experience within zero-trust HDT
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systems. To ensure the proposed solution maintains high scal-
ability without compromising its decentralization and security
features, we integrated trust-based proof-of-reputation and
PBFT consensus techniques, as well as a priority-based queue-
ing approach aimed at refining the block appending process.
The analysis of performance metrics emphasized the signif-
icance of parallel validation in the considered blockchain-
enabled data-sharing system. Furthermore, we addressed the
challenges of joint transaction offloading and computation
resource allocation by formulating the resulting problem as
an MDP, enabling optimized throughput with simultaneous
reductions in communication and computation latency. By
employing the BDQ approach tailored for expansive action
space dimensions, our findings highlight the effectiveness of
the proposed solution. These findings contribute significantly
to overall performance improvements in blockchain-enabled
data-sharing, thereby promising enhanced user experiences in
HDT systems and related large-scale applications.

In the future, we aim to enhance our proposed sBeDS
solution by addressing potential sources of subjectivity and
bias, as well as strengthening the system against vulnerabilities
such as Sybil attacks. We will attempt to refine the incorpo-
rated reputation-enabled scheme to ensure a more objective
and unbiased evaluation of user contributions, mitigating the
impact of subjective influences on reputation scores. Simulta-
neously, we plan to implement advanced mechanisms to detect
and counteract Sybil attacks, bolstering the system’s resilience
against such manipulative tactics. This, we believe, will further
improve the integrity and security of the sBeDS framework,
fostering a more robust and trustworthy environment for all
users in HDT and many other applications.
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